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Abstract—Training and running inference of large neural
networks comes with excessive cost and power consumption.
Thus, realizing these networks as analog circuits is an energy-
and area-efficient alternative. However, analog neural networks
suffer from inherent deviations within their circuits, requiring
extensive testing for their correct behavior under these deviations.
Unfortunately, tests based on Monte Carlo simulations are
extremely time- and resource-intensive. We present an alternative
approach to proving the correctness of the neural network using
formal neural network verification techniques and developing
a modeling methodology for these analog neural circuits. Our
experimental results compare two methods based on reachability
analysis showing their effectiveness by reducing the test time from
days to milliseconds. Thus, they offer a faster, more scalable
solution for verifying the correctness of analog neural circuits.

Index Terms—Analog neural networks, formal verification, set-
based computing, energy-efficient computing, AI hardware.

I. INTRODUCTION

Artificial neural networks can solve complex problems
in a wide range of applications [1]. However, conventional
neural networks under von Neumann architectures suffer from
excessive computational costs and power consumption [2]. In
contrast, analog-based inference systems provide an energy-
and area-efficient hardware solution and can effectively execute
neural networks without requiring the transmission of data from
memories to computing devices [3].

However, these analog circuits are vulnerable to
perturbations, such as process variations and device mismatch
variations, especially when operating in sub-threshold
regions [4]. Such vulnerabilities have also been discussed for
conventionally implemented neural networks in the context of
adversarial attacks [5]. Thus, the correct behavior under such
perturbations has to be tested. For analog neural networks
considered in this work, this is mainly done by extensive and
time-consuming Monte Carlo simulations [6].

A. Related Work

Analog neural networks have been developed for several
decades [3, 7]. We focus on works dealing with the
perturbations discussed above: Perturbation-aware design and
modeling of analog neural networks is a progressing research
field [6, 8, 9, 10]. For example, a MOS transistor model
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can capture the effect of device mismatch on an analog
neuromorphic chip [11], where the model parameters are
extracted from Monte Carlo simulations at the circuit level.
However, it has not been tested with a full network on real
applications. Calibrating an analog neural network processor
against process and mismatch variations using multi-resolution
weights can increase the inference robustness against such
perturbations [12], but the physical behavior of the analog
processor is not considered in this work.

Bounding perturbations in neural networks is also discussed
in the research field of formal neural network verification [13,
14]. In this field, one always considers a conventionally
implemented neural network, and thus only perturbations to
the input are usually considered. The exact output of neural
networks can then be computed using complete verifiers [15,
16]; however, it has been shown that this problem is NP-hard
for ReLU neural networks [16]. Thus, many verifiers enclose
the output of the network by relaxing the problem, where both
optimization-based approaches [17, 18, 19, 20] and approaches
based on reachability analysis [21, 22, 23, 24] are used. These
approaches also often use branch-and-bound strategies to deal
with the complexity of the problem [25, 26, 27, 28].

B. Contributions

This work presents a formal verification method for analog
neural networks. To summarize, our contributions are:

e A detailed description of our analog circuit design
combining analog neurons with digitally programmable
weights and biases.

« A system-level verification approach to model the non-
deterministic behavior of analog neural networks. In
particular, device mismatch variations are considered.

e« We compare two approaches to formally enclose these
variations due to device mismatch, eliminating time-
consuming testing using Monte Carlo simulations of
the networks: The first approach offers a fast and
scalable computation of this enclosure, whereas the second
approach obtains tighter enclosures tailored to ReLU
activation at the cost of scalability.

e The proposed model and verification approaches
are showcased on real-world tasks, including image
recognition on the MNIST dataset.



II. PRELIMINARIES
A. Notation

We denote scalars and vectors by lowercase letters, matrices
by uppercase letters, and sets by calligraphic letters. The i-th
element of a vector v € R™ is written as v(;). The element in the
i-th row and j-th column of a matrix A € R™*™ is written as
A(i j), the entire i-th row and j-th column are written as A; .
and A(. ;), respectively. The concatenation of A with a matrix
B € R™  is denoted by [A B] € R"*(m+°) We denote the
element-wise multiplication of two vectors by ©. The symbol 1
refers to the matrix with all ones of proper dimensions. Given
n € N, we use the shorthand notation [n] = {1,...,n}. Let
S C R™ be asetand f: R™ — R™ be a function, then f(S) =
{f(z) | x € §}. An interval with bounds a, b € R" is denoted
by [a, b], where a < b holds element-wise.

B. Neural Networks
We consider feed-forward neural networks with ReLU

activation in this work:

Definition 1 (ReLU Neural Network [29, Sec. 5.1]). Given
an input x € R" and an output y € R"~, a neural network
y = ®(z) with k € N layers can be formulated as

]’Lo =X,
hy =Ly, (hkfl) = ReLU(thk,l + bk), ke [5]7
Yy = hm

with Ly : R™ -1 — R™ W, € R"*"-1 qgnd b, € R"*,

C. Set-Based Computing

We use continuous sets to verify neural networks. In
particular, we use zonotopes and affine arithmetic decision
diagrams (AADD) throughout this work. Let us start by
formally introducing zonotopes:

Definition 2 (Zonotope [30, Def. 1]). Given a center vector
c € R™ and a generator matrix G € R™ P, a zonotope is

defined as
ﬂi S [—1, 1}} .

Let us also define the required operations on zonotopes:
Given Z = (¢,G), C R", A € R™*", and b € R™, the
affine map is computed by [31, Eq. 2.1]

AZ4+b={Az+blzec Z}=(Ac+b,AG), .

P
Z={(,G), = {c+ Z@G(.,z’)

=1

(D

The Minkowski sum of a zonotope and an interval Z = [I, u]
is computed by [31, Prop. 2.1 and Eq. 2.1]:

Z@I:{$1+I2|l‘1 EZ, IQGI}
= (c+Ya(u+1),[G diag (Yao(u—1))]) , -
The enclosing interval [/, u] 2 Z is computed by [31, Prop. 2.2]

2

P

with Ag = ZlG(yl)|

i=1

l=c—Ag,

u=c+ Ag, 3)

Let us also formally introduce the affine arithmetic decision
diagrams (AADD) [32] representing a set as the union of
constrained affine forms, which are effectively (constrained)
zonotopes with n = 1 with shared noise symbols € [33].
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Fig. 1: Enclosure of a ReLU neuron: Splitting into piecewise linear parts (a)
and using zonotopes (b).

Definition 3 (AADD [32]). An AADD is a binary decision tree
specified by the tuple (N7, Ny, v, Er, EF) with internal nodes
N7, leaf nodes Ny, root node v, € N7 U N, true-edges Er,
false-edges Er, and it holds:

e Each internal node v; € N is associated with an affine
form AF;, which defines two constraints in the e-space of
AF; such that AF,;; = {x € AF;|x >0} and AF; y =
AF\AF; ;. An internal node has two leaving edges e; €
Er and ey € Ep that lead to child nodes vy, vy € NTUN,
where each constraint is further considered, respectively.

e Each leaf node v; € N contains an affine form AF,
that corresponds to a subset of the e-hypercube, cut by
the conjunction of constraints on the path from v, to v;.

We refer to [32, 33] for the exact operations on AADDs.
Intuitively, as they are based on constrained affine forms, most
operations are analogous to the ones on zonotopes (1)-(3).
The only difference is its ability to impose constraints on the
noise symbols e to model the conditions z > 0 and = < 0,
respectively.

D. Formal Verification of Neural Networks

Uncertainties require us to evaluate a neural network (Def. 1)
set-based. In particular, for an input set X C R™°, the exact
output sets of each layer are given by

Hy=X, MHp=L,(Hi_1), Y'=H. kels. @

Unfortunately, these exact sets are often not obtainable in
practice as the problem is NP-hard [16]. Thus, we enclose the
output of each layer:

Proposition 1 (Neural Network Enclosure [22, Sec. 3]). Given
an input set X C R™ to a neural network ®, we obtain an
enclosure of the output set )) = enclose (P, X) D YV* by
iteratively enclosing the output of each layer:

Hj = enclose (Ly, Hi—1) 2 Hy, k€ [k,

with Ho =X and Y = H,..

The linear part of a neural network (Def. 1) can be computed
exactly without additional outer approximations with zonotopes
using (1). However, the ReLU activation needs to be enclosed
if the input set to a layer intersects with both linear parts
(Fig. 1): Given the bounds of our input set, we can find a
polynomial approximating the activation function and bound
the approximation error (Fig. 1b), where the error is added
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Fig. 2: Circuit schematic of the elements of the analog neuron circuit: (i)
Summation block based on Kirchhoff’s law, (ii) ReLU activation function, and
(iii) weight cells. The programming bits are stored in a 6-bit register. The ReLU
and weight blocks establish a binary weighted (w(0:4)) current mirror. The
bit w(5) is used to realize negative weights by inverting the output current.

to the set using (2). In contrast, the exact output set can
be computed for networks with ReLU activation by splitting
the input set at 0 and considering each subset individually in
subsequent layers (Fig. 1a). The final output set is then obtained
by splitting the input set at each neuron while propagating
them through the entire network and computing the union of
the output sets. We maintain all of these subsets using an
AADD (Def. 3), where the leaf nodes correspond to subsets
in the output space of the network. In the worst case, this
approach based on AADDs suffers from an exponential number
of subsets in the number of ReLU neurons of the network [16].

III. ANALOG NEURAL NETWORK IMPLEMENTATION

In this section, we present our neural network inference
circuit based on a sub-threshold 130nm, 1.2V CMOS
design [34]. Our design combines analog neurons with digital
programmable weights and biases. All currents within the
circuit (input, output, and internal) are in the nA-range, making
it extremely energy-efficient.

A. Circuit Composition

The analog neuron is the main building block modeling a
combined ReLU activation with an appended linear layer. An
overview of the neuron circuit schematic is shown in Fig. 2. It
consists of three components: (i) a summation point and (ii) a
ReLU cell with (iii) a combined weight current mirror. First,
all weighted input currents and a bias current are summed
utilizing the basic Kirchhoff’s circuit laws [35]. Secondly, a
ReLU activation is applied by using the first part of a current
mirror in the subthreshold region to cut off negative currents.
We need two cascode transistors here to implement a low-
voltage cascode current mirror and ensure a constant voltage
at the summation nodes. Thirdly, the second part of the current
mirror scales the output current using a 5-bit weight w(0:4)
(see W/L relations in Fig. 2 (iii)). The sixth bit w(5) is used for
the sign by inverting the current with another current mirror.
A bias circuit not shown in Fig. 2 maps an 8-bit quantized
programmable bias into an analog current. The circuit receives
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Fig. 3: Running example computing the XOR function: (a) Neural network and
(b) example in- and output. The main blocks of (a) are shown in Fig. 2 and
all weights and biases are rounded to their nearest integer.

input currents in the range of [—200nA,200nA] and output
currents in the range of [OnA, 300nA].

B. Transferring TensorFlow Models

The network is trained off-chip using TensorFlow [36]. The
weights of the trained network are quantized to the six available
bits, where 50nA in the inference circuit corresponds to a value
of 1 in TensorFlow [34]. Please note that the circuit consists of
a combined ReLLU and linear layer (Fig. 2). This requires us to
make adaptations to the input and the output of a TensorFlow
network of the form as defined in Def. 1: At the input of the
network, a slightly different circuit is used to scale the input
signal by the weight value without applying the ReLU function
to maintain the neural network functionality for negative input
signals. At the output of the network, an additional layer with
a weight of 1 is required to apply the final ReL.U activation.

A simple example is depicted in Fig. 3a to demonstrate the
presented inference circuit. This neural network was trained to
mimic an XOR function. We indicate with dashed lines how this
two-layer TensorFlow network is parsed into a three-layered
circuit: In the first layer, the input currents x(;) and x () are
scaled by the weight ;. In the second layer, all weighted
currents and the bias current corresponding to b; are summed
together, the ReLU activation is applied, and the output currents
are scaled according to Ws. This is done analogously for the
final layer, where a weight of W3 = 1 is used at the end. The
input and output of the network are shown in Fig. 3b, where the
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Fig. 4: Monte Carlo analysis distribution of the neuron netlist to mismatch
variations: (a) mismatch in the input neuron, (b) mismatch in hidden and output
neurons, and (c) output of the neuron impacted by mismatch.

input signal changes every 10ms, and the output current quickly
expresses a correct classification using a threshold of 25nA.

IV. FORMALLY VERIFYING ANALOG NEURAL NETWORKS

To capture the effect of device mismatch variations on the
performance of each layer in the circuit, we formally verify the
output of the circuit under these variations.

A. Uncertainties in Analog Neural Networks

Based on the knowledge acquired from the behavior of
the analog neuron netlist explained in Sec. III, we develop
a mathematical model for the output of the neural network
considering these uncertainties: Monte Carlo simulations
(Fig. 4) show (a) a high device mismatch uncertainty at the
input neuron due to the adapted circuit design with more
transistors, but the network exhibits (b) a lower uncertainty
for hidden and output neurons. Additionally, please note that
(c) this uncertainty scales linearly with the output of the neuron
up to the saturation point at 300nA.

Based on these observations and the circuit design (Fig. 2),
we model the non-deterministic output y of an analog neural
network for an input x as:

ho = 1,

1, = L (ho) = Wihg + by,

hi=h, o1+ aq),

hly = Ly (hi—1) = WiReLU(hg—1) + by,

hw =hy © (1+ Bew), K €{2,....k},
7= h

®)

where the noise symbol ¢, € [—1,1]"*, k € [x], reflects
the model uncertainties of each neuron of that layer [37], the
parameter o € R reflects the high sensitivity of the first layer
(k = 1) to the device mismatch, and the parameter 8 < o € R
reflects the lower sensitivity of each subsequent layer (k > 1).
Please compare the computation of y to the nominal output y
in Def. 1.

As the Monte Carlo simulations approximately follow a
normal distribution (Fig. 4a and 4b), we can estimate the
standard deviation

o= \/(Cm @ - 9) /(e - 1) (©)

given ng € N Monte Carlo sample outputs g;, ¢ € [ns], with
mean y. This gives us the ability to formally enclose the outputs
using a third user-defined parameter v € R specifying the range
[y — 7, vy + 7] we want to enclose, where e.g., setting v = ¢
encloses ~68% of the uncertainty and v = 30 encloses ~99%.
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Fig. 5: Enclosure of mismatch: (a) Exact and (b) using zonotopes.

Moreover, we say that the model is conformant if 7 is
chosen large enough such that all measurements are contained.
Given ~, the internal parameters « and § are then minimized
using the generalized reduced gradient method [38].

B. Bounding the Uncertainties

Given our developed model, we can present the required
adaptations of Prop. 1 to enclose the mismatch uncertainty
given in (5) using set-based computing. We present
two approaches here based on zonotopes (Def. 2) and
AADDs (Def. 3), respectively: ~

1) Enclosure using zonotopes: For an input set Hy_1 C
R"™~1, we compute H) := enclose(L},Hx—_1) using Prop. 1.
To also bound the added uncertainty in (5), let us first consider
the case k = 1: We need to compute H), © (1 + aey) to obtain
the output of the entire layer H. Unfortunately, this operation
cannot be computed exactly using zonotopes. Thus, we bound
the error by the worst-case uncertainty:

7'7;@ O (1+ aex) = ﬁ;c @ ﬁ;COZEk

3) ~
C Hy @ [k, uglaeg )

€ — ~ 2) ~
keln H), & [—auk, auy) e Hy..

A comparison of this enclosure of the mismatch uncertainty
using zonotopes with the exact enclosure is shown in Fig. 5.
The same holds for & > 1 by replacing a with 3 (5). Please
note that this enclosure and the enclosure of the ReLU layer
induce outer approximations such that we can guarantee that at
least all points within the desired threshold  are enclosed.

2) Enclosure using AADDs: Using our second approach,
each neuron of a network is modeled as an AADD (Def. 3) with
shared noise symbols across all neurons in the network. For a
layer k € [k] and neuron i € [ng], this corresponds to the i-th
dimension of H. While enclosing each layer k (Prop. 1), affine
transformations in linear layers can be computed using (1).
However, we are missing the implementation of the ReLU
activation. As ReLUs are piece-wise linear, we can split the
input set at 0 by adding a single constraint in the shared e-
space of the AADDs for each case. Thus, the AADD is split
into true and false subtrees, which are maintained via the parent
node. Depending on the constraints in the AADD before the
operation is applied, the resulting AADD may be simplified to
mitigate the path explosion problem to an extent.
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TABLE I: Time comparison and average enclosure of Monte Carlo simulations
of considered approaches.

Dataset  Approach Time [s] Enclosure of simulations
v=1lo v =30
Cadence 7,935 - -
Iris Zonotope 0.265  88.66% 99.99%
AADD 0.181 87.83% 99.78%
Cadence 162,815 - -
MNIST  Zonotope 0.763  93.71% 99.99%
AADD 0.444  93.69% 99.94%

To bound the added uncertainty in (5), we multiply the output
set H;{:(i) of each neuron with a new AADD consisting only of
a leaf node. For k = 1 and i € [ny], this is given by

AFi={1+ae, | e, €[-1,1]}. ®)

Analogous is done for k¥ > 1 using (. Notably, we use
a different noise symbol € ; for each neuron such that the
uncertainties from different neurons are uncorrelated. Since the
AADD uses affine arithmetic for computations, the nonlinear
multiplication AFy ;- ;) is not exact and is bounded by the
worst-case uncertainty analogous to (7) (Fig. 5).

V. EXPERIMENTAL RESULTS

In this section, we compare the effectiveness of our
approaches to Monte Carlo simulations. The Monte Carlo
simulations were run in Cadence Spectre [39] on a machine
equipped with two Intel Xeon E5-2683 v4 CPUs (16 cores
each) operating at default settings and 256 GB of RAM.
In contrast, both of our approaches were run on a home
computer with an AMD Ryzen 7 5800X3D CPU operating
at default settings and 32 GB of RAM. The first approach
based on zonotopes is written in MATLAB using the toolbox
CORA [40], and the second approach based on AADDs is
written in Kotlin using the JAADD library [41]. Our approaches
are evaluated on the Iris [42] and MNIST [43] datasets.

A. Iris

The Iris dataset [42] is a classification task with three classes:
Setosa, Versicolour, and Virginica. We trained a ReLU neural
network in TensorFlow with Adam optimizer with 4 inputs,
a fully connected layer with 8 hidden neurons, and an output
layer with 3 neurons representing the three classes. The network
achieves an accuracy of 92% on the test set consisting of 75
input patterns.
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Fig. 7: Confusion matrix for Iris using the (a) zonotope approach and (b) AADD
approach: Number of predictions with verifiably correct outputs (green). Wrong
predictions and predictions with too much variance are shown in yellow.

We evaluated our approaches to predict the output of the
inference circuit under mismatch variations and compared them
with the Monte Carlo simulations using v = 1o and v = 30.
In Fig. 6, we show the results using the first approach based
on zonotopes on a single input pattern. The projection of all
dimensions is presented in Fig. 6a, where the bounds of the
computed output zonotope are shown as intervals for each class.
In Fig. 6b, we present the projected enclosure of the two most
significant dimensions, which matches our expectations for the
chosen ~ value. In particular, v = 3¢ leads to an enclosure of
all 1,000 Monte Carlo samples for this input pattern, whereas
choosing v = 1o encloses 91% of the samples. Please note
that the projections in Fig. 6 do not provide the full picture of
the higher-dimensional output and, thus, its enclosures.

The results on all 75 input patterns are shown in Tab. I
and Fig. 7: Fig. 7 shows two confusion matrices for both
approaches, respectively, where we color entries of the main
diagonal in green if the prediction is verifiably correct under
the mismatch variations and the considered threshold ~. The
prediction is verifiably correct if the lower bound of the
dimension corresponding to the true class is larger than the
upper bound of all other classes. Thus, in Fig. 6a, the prediction
is verifiably correct for v = o as the orange intervals do not
overlap, whereas the predictions can not be verified for v = 3o
as the blue intervals overlap. Whenever these intervals overlap,
or the prediction is wrong entirely, we color the respective cell
in Fig. 7 in yellow. The outputs can be verified for most input
patterns using both approaches, where the AADD method is
able to verify a few more input patterns (Fig. 7b).

We additionally show the required time to compute the
respective enclosures in Tab. I: While the computation of
the Monte Carlo simulations takes hours for Iris and even
days for MNIST on a server running the Cadence Spectre
simulator, the enclosures with either approach can be computed
in under a second on a home computer. This shows the
effectiveness of our approaches. However, it is important to
note that our proposed modeling approach requires running
Monte Carlo simulations once on a very small network with
two connected neuron circuits to extract the o and /3 parameters
based on the chosen threshold «. This process on this simple
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network requires 75.3s and the extracted parameters can be
reused on any network architecture based on dense layers and
ReLU activations. The developed model is then automatically
generated to be utilized for formal verification, which provides
a more efficient verification approach for deeper networks.

B. MNIST

For the MNIST dataset [43] consisting of handwritten digits,
we trained a ReLU neural network consisting of fully connected
layers with 10 hidden neurons and 10 outputs representing each
digit class. We use a reduced input size of 14 x 14 to reduce
the inference circuit complexity and power consumption while
maintaining a fairly good inference accuracy of 87% over 100
input patterns.

We again refer to Tab. I for the overall comparison of the
enclosures using our approaches as well as the heavily reduced
verification time, which shows the scalability of our approaches
compared to running Monte Carlo simulations as these take
days for this network. Additionally, we show the bounding
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Fig. 10: Comparison of enclosures using zonotopes (orange) and AADD for
the MNIST example: The computed subsets of AADD are shown in dashed
lines and its union in yellow.

boxes for each dimension as well as the projected enclosure of
the two most significant dimensions in Fig. 8. The confusion
matrix for the approach using zonotopes is shown in Fig. 9
with very similar results using AADD. Moreover, we provide
a detailed comparison of our two approaches in Fig. 10: Please
recall that the output set of the AADD is computed by the
union of the computed subsets in the leaf nodes of the AADD.
These subsets are shown in black dashed lines, and the union
is visualized in yellow. Due to the recursive splitting of the
AADD tree, it can obtain tighter results than the single output
set computed using zonotopes (orange). However, this is only
possible for relatively small networks as, in the worst case, the
number of leaf nodes is exponential in the number of neurons
of the network [16]. For the analog neural networks considered
in this work, the method is still feasible and better verification
results are obtained than with the zonotopes (Fig. 7 and 10).

VI. CONCLUSION

In this paper, we present an efficient formal verification
approach for analog neural networks with ReLLU activation. We
have introduced two approaches based on set-based computing
to model the uncertainty in analog inference circuits due to
mismatch variations: Both approaches formally enclose the
output of each layer and also provably enclose the uncertainty
up to a desired threshold. By choosing the threshold large
enough so that all measurements are enclosed, the conformance
of the model can be shown. Whereas traditional testing of
the analog circuits can take days based on resource-intensive
Monte Carlo simulations, our approach shrinks the testing time
to under a second on a home computer. This is demonstrated
on two datasets and two different network architectures. Both
approaches realize a fast enclosure of the output of analog
neural networks under mismatch variations. As some input
patterns can not be verified, this indicates that the circuit
has to be improved to guarantee the correct output. As
an improvement in the circuit design can again be verified
quickly, our approach also heavily reduces the design cycle of
analog neural circuits. Future work will address extending our
proposed approach to different network architectures including
convolution layers and different activation functions.
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